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Abstract—Hyperspectral imaging provides high spectral resolution images of a scene in hundreds of narrow spectral bands. This 
technique proves to be very useful in Earth Observation applications such as land cover mapping, agriculture crop health 
assessment and other remote sensing tasks. The qualitative analysis of grassland areas is manually performed by computing the 
Shannon-Weaver biodiversity index. In this paper we propose a semi-automatic estimation of this biodiversity index in remotely-
sensed hyperspectral images. Starting from a spectral reflectance curve chosen to be representative for grassland, we perform the 
image segmentation based on histogram thresholding of spectral angle mapper (SAM) values. We then compute the entropy for 
the pixels belonging to the segmented grassland areas. In order to apply the classic Shannon definition of entropy, we perform a 
clustering for data dimensionality reduction. The evaluation of the proposed method is performed considering a manually 

generated ground truth.  

I. INTRODUCTION 

Recent remote sensing technologies such as hyperspectral imaging are promising tools for precision agriculture. Their goal is to 

determine with much higher precision than multispectral imaging [1] (eg. SPOT optical images) the subtle time variations of 

different crops health and land cover properties like early detection of lack of water or nutrients or different diseases. This higher 
precision is due to the fact that the hyperspectral image (HSI) sensors offer usually hundreds of spectral bands - typically having a 

bandwidth below 10nm [1] - in the visible, near-infrared and short-wave infrared spectrum. 

Biodiversity is an attribute of an area, referring to the variety within and among species within that area [2]. Biodiversity 

assessment is an important aspect of natural resource management [3], in particular in the case of grassland ecosystems, where 

biodiversity has a direct influence on productivity and sustainability [4]. 

The entropy of a system, in general, and of a signal in our particular case, is a statistical measure which depicts the randomness 
of the system, and it also represents a measure of diversity [5]. As mentioned in [6] the entropy is used to measure the biodiversity 

and its change. But measuring species diversity over large areas is a very time consuming and expensive task [6]. Therefore, there 

is a need for automatic entropy measurements techniques relying on remote sensing data. 

The qualitative analysis of permanent grassland vegetation usually consists of determining a complete list of present species. The 

classical method is the double meter method which allows the analysis of plant cover in a grassland [7]. The data from a floristic 
relevé performed by the double meter method can be used to compute various vegetation parameters, like the pastoral value. One of 

the vegetation parameters of interest is the Shannon-Weaver biodiversity index [8]. Basically, the entropy is computed based on the 

estimated probabilities for each individual of the species present in a certain area. The working hypothesis of the current study is 

that the Shannon-Weaver biodiversity index can be estimated by or correlated by with the entropy computed in digital images 

acquired over a given area, in particular remotely-sensed satellite images.  

In this paper we propose a novel hyperspectral image entropy estimation technique based on clustering dimensionality reduction 
scheme. We set the goal to determine the entropy of grassland regions from mountain areas. As stated before, the entropy is 

currently manually computed in situ, by counting the frequency of different species over a small area, to determine the biodiversity. 

This measure is directly correlated with the quality of the grasslands, hence the significance of its assessment. Our proposed 

algorithm first segments the hyperspectral image to extract the grassland regions. The spectral angle mapper (SAM) was used for 

segmentation. Then, on the segmented grassland hyperspectral pixels, a Fuzzy C-means (FCM) clustering is applied. By clustering, 

we are able to reduce the hyperspectral space dimensionality to a relatively small number of clusters, on which we can apply the 
Shannon entropy formula and compute the entropy. 

As related work, the Shannon entropy of color, multispectral or hyperspectral images is usually computed for each spectral band 

[9]. In [10] an entropy assessment method for color images is defined. The authors of [5] propose an adaptation of the Shannon 

entropy for the hyperspectral domain with the use of the histogram of spectral differences (which are defined using the  Kullback-

Leibler pseudo-divergence). 



There are various HSI segmentation methods presented in the literature [11] for instance deep learning approaches are widely 
used, support vector machines, Markov random fields etc. Some methods reduce the dimensionality and extract features by 

principal component analysis (PCA) or linear discriminant analysis (LDA).  

The rest of the paper is structured as follows: Section II presents the proposed method, Section III the experimental results and 

Section IV the conclusions and further work.  

II. THE PROPOSED METHOD 

We chose to use a hyperspectral image provided by the PRISMA mission of the Italian Space Agency [12]. Fig. 1 shows an RGB 
band selection [13] from a PRISMA image. 

A block diagram of our approach is presented in Fig. 2. The first step in our image analysis chain is to manually choose a 

grassland pixel and keep its spectral reflectance curve (SRC), denoted r. Then we build a SAM value pseudo-image by scanning 

the hyperspectral image and computing for each pixel (having the SRC t), the value of SAM(t,r) using (1). The image containing 

the SAM values is denoted ISAM. In Fig. 3 the chosen reference grassland pixel SRC is shown with continuous line; other three 
similar grassland pixels are plotted. 

In Fig. 4 the histogram of the ISAM image is shown. One can see that the histogram can be modelled by a Gaussian mixture. The first 

Gaussian within the mixture (the one with the lowest mean) corresponds to the grassland class because it holds the minimum values 

of SAM. To automatize the segmentation algorithm, we applied the Expectation-Maximization (EM) algorithm [14] on the ISAM 

image by imposing a number of four components. Then we used the mean value 1 of the first Gaussian mixture component as 

threshold for the segmentation of the ISAM image. 

The proposed segmentation algorithm is summarized using the pseudocode in Algorithm 1. 

Algorithm 1 The proposed image segmentation method 

Input: the hyperspectral image I  

Output: S  (the segmented image) 

manually choose a known grassland pixel 

denote r the SRC of this pixel 

for each pixel (i,j) of I 

       denote t the SRC of the (i,j) pixel 

       compute ISAM(i,j) = the SAM value between r and t 

apply the EM algorithm on ISAM to extract the first Gaussian 

mixture mean 1 

S  thresholding segmentation of ISAM using 1 threshold 

compute border error (BE) rand index (RI) and Dice coef. 

 

 

Figure 1.  A full-size RGB band selection from a PRISMA image. 

 

Figure 2.  Block diagram of our approach. 



 

Figure 3.  The reference grassland pixel SRC and other three similar SRCs.   

 

Figure 4.  Histogram of the ISAM image,  with a Gaussian mixture model overlayed. 

 

 

(1) 

 
As mentioned in the introduction, the quality of grassland areas can be measured by the entropy. Usually, agricultural research 

institutes manually measure the entropy by counting the number of different plant species on a land area. In this paper we propose a 

method to assess the entropy using remotely-sensed hyperspectral data. The Shannon entropy is given by (2). 

H = - p(i)log(p(i))              (2) 

We cannot apply directly (2) on the hyperspectral values due to the high dimensionality of the corresponding hyperspace. Thus, we 

need a dimensionality reduction technique. We propose here to reduce the dimensionality by applying a clustering technique. For 

this, we selected the Fuzzy C-means (FCM) clustering technique. We applied FCM on all the previously segmented grassland 

hyperspectral pixels, by imposing a number of N clusters. Then, for each pixel we selected the most probable class (the maximum 

value). The probability p(i) from (2) was computed for each cluster (i = 1,..,N) as a frequency, i.e. the number of pixels within the 
class i divided by the total number of grassland pixels. See Algorithm 2.  

Algorithm 2 The calculation of entropy 

Input: the hyperspectral image I and the segmented image S 

Output: the entropy H 

for each pixel (i,j) of S 

       if S(i,j) == 1  

       add the SRC of I(i,j) to a matrix SD 

apply FCM clustering on SD, with N classes 

for i = 1 to N 

      P(i) = (no. of pixels from class i) / (total no. of pixels) 

      H = H + P(i)*log(P(i)) 

H  - H  

III. EXPERIMENTAL RESULTS 

For this study we used hyperspectral images provided by the PRISMA satellite, containing 66 VNIR (Visible and Near-

InfraRed) bands (from 400 to 1010 nm), 173 SWIR (Short-Wave InfraRed) bands (from 920 to 2500 nm) and a medium resolution 

panchromatic image. More precisely we worked on the VNIR bands, each band having a resolution of 1000 x 1000 pixels. The area 
on the ground covered by an image is around 30 x 30 km. To reduce the computational cost and because we had to use a precise 

ground truth image, we selected a crop of 300 x 300 pixels; in Fig. 5 we show an example of such crop in its RGB colored version 



obtained using the visualization method from [15] which uses a neural network trained on the CAVE dataset [16]. In Fig. 6 the 
corresponding manually generated ground truth (GT) image is presented. The black regions correspond to grasslands and the white 

ones to other land cover types. 

After manually choosing a grassland pixel and then applying SAM(t,r) on all image pixels (1), the SAM value image from Fig. 7 is 

obtained. Darker areas within this image correspond to a higher similarity degree with the reference grassland hyperspectral pixel, 

and lighter areas (having greater SAM values) correspond to other land coverings (forest, different crops, water, roads, houses etc.). 

After running the EM algorithm and choosing the threshold value (0.05 in this case), the final segmented image was obtained, like 
in Fig. 8.  

To assess the accuracy of the segmentation we computed three quality measures: border error (BE), rand index (RI or accuracy) 

and Dice coefficient. The BE [17] was calculated using (3), where A represents grassland regions obtained after the segmentation 

and M is the manually segmented region (from the ground truth). 

BE = Area((A  M) − Area(A  M))/Area(M)       (3) 

For the image in Fig. 8, these values are: BE = 0.78, RI = 0.95 and Dice = 0.64. 

     Afterwards, we applied the proposed hyperspectral entropy estimation algorithm on the segmented grassland pixels, as described 

in the previous section. By clustering or vector quantization techniques, the computation of entropy leads to an underestimation of 

the complexity. We varied the number of clusters, in order to investigate the variation of the resulting entropy value as a function of 
the number of clusters. Table 1 presents the obtained entropy values and in Fig. 9 a graphic representation is shown. As expected, 

the entropy increases asymptotically with the number of clusters, to a maximum value of approximately 5.9. 

The limitation to a maximum number of 85 due to Matlab capabilities clearly shows that a more efficient algorithm should be 

designed and, in the same time, to ensure the correct estimation of the entropy value. The previous segmentation quality metrics 

and the entropy value are given for the image crop in Fig. 5, but one can apply the proposed algorithm on the entire image (Fig. 1) 

provided the existence of the corresponding GT image. 

                  

Figure 5.  A PRISMA image RGB crop.                                              Figure 6. Ground truth image for the crop from Fig. 5 

 

                

                                      Figure 7. The computed SAM values pseudo-image.                  Figure 8. The final image segmentation result 

TABLE I.  THE ENTROPY FUNCTION OF NO. OF CLUSTERS 

No. of clusters 25 35 45 50 55 65 75 85 

Entropy 4.55 4.94 5.23 5.33 5.43 5.72 5.87 5.95 
 



 

                                                                                             Figure 9. The entropy function of no. of clusters. 

IV. CONCLUSIONS AND FURTHER WORK  

We proposed a hyperspectral image entropy assessment algorithm which was used to compute the entropy of grassland regions. 

This statistical measure is very useful in practice to assess the quality of grasslands. The first step was to segment the grassland 

areas from the HSI, and for this the spectral angle mapper was used in a semi-supervised manner, by manually choosing a 

representative grassland pixel. The quality of the segmentation was assessed using the border error, rand index and Dice 
coefficient. To reduce the HSI space dimensionality we applied Fuzzy C-means clustering by imposing a relatively small number 

of clusters. This allowed us to directly apply the Shannon entropy formula on the obtained clusters.  

For the practical computation of the entropy, a compromise should be made regarding the choice of the number of clusters: 

higher the number, higher the accuracy in estimation. However, a large number of clusters results in high computing demands and 

lower running time. As further work we will propose a new definition and computation of entropy for hyperspectral images and 
refinement of the segmentation approach by using artificial intelligence paradigms. 
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